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Abstract

Vulnerability is an emerging topic in many different fields, but data protection and privacy discussions of vulnerability have rarely engaged with gender studies. This paper investigates the notion of the ‘vulnerable data subject’ from a gender perspective, to question whether gender should be regarded as factor of vulnerability at all, and, if yes, how. It also asks what do these reflections tell us about the (gendered or un-gendered) notion of ‘standard data subject’. Even though the term ‘vulnerable data subject’ is only incidentally mentioned in EU data protection law, and in the GDPR only referring explicitly to children, several Data Protection Authorities (e.g. in Spain and Poland) have considered “being female” as a potential source of data subject’s vulnerability (e.g. in case of consumers victims of sex-related crimes). The US privacy tort – as originally conceived – was built off gendered notions of female modesty, suggesting women were vulnerable, and connecting women’s privacy claims to the ‘wrong kind of privacy’. Looking at the history and foundations of privacy and data protection law, surface questions such as whether the ‘average data subject’ in privacy and data protection legislation is, by default, a man, and whether women might have to be regarded as vulnerable data subjects just because they are women. This article then looks into law and economics analysis of consumers’ behaviour, but also political philosophy and, in particular, gender studies, to observe an intellectual polarisation: on the one hand the universalist approach, according to which every human must be regarded as vulnerable, as otherwise vulnerability would be a stigmatising label; on the other hand the particularistic approach, according to which some subjects are more vulnerable than others (in particular, women are more vulnerable – i.e. subject to adverse effects – than men in many contexts: workplace, education, etc.). A third way might be the ‘layered’ theory of Luna, based on a contextual and relational (even situational) nature of vulnerability. This solution is compatible with the layered risk-based approach in the GDPR, but also with intersectional approaches in gender studies. This ‘third way’ might be also a cautious solution to the ambiguous and inconsistent
treatment of vulnerability both in the European Union policies surrounding data protection law and in the EU data protection practice itself (considering, e.g. the ineffective protection of children).

1. Introduction: gender, vulnerability and data protection

Vulnerability is an emerging topic in many different fields, and it is increasingly important in data protection and privacy law. Whereas academic and policy discussions about technological developments such as Artificial Intelligence (AI) almost systematically highlight the different impact of these developments on individuals depending on their gender, European data protection law remains – at least on the surface – generally unconcerned with gender. Specifically, the discussions around vulnerability in data protection law have rarely engaged with gender studies, or feminist perspectives.¹

This paper investigates the notion of the ‘vulnerable data subject’ from a gender perspective to question whether gender is and/or should be regarded as a factor of vulnerability at all for the purposes of data protection, and, if yes, how. This investigation into the notion of the vulnerable data subject is intrinsically connected with a reflection on the ‘standard data subject’,² to the extent that the construction of the notion of this vulnerable data subject as gendered might be revealing of a prior gendering of the standard, normal, ‘mere’ data subject.

Two preliminary disclaimers are necessary. First, the notion of vulnerable data subjects (and of vulnerable individuals in general) is not clear in the doctrine, and this paper does not pretend to cover this definitional gap once and for all. However, building on the normative elements scattered in EU (and extra-EU) law, the paper will delineate some of the characteristics that are common to vulnerable subjects in different contexts. Second, the dualism average/vulnerable subjects should not be perceived as black and white dichotomy. The vulnerable individual is not necessarily the opposite of the average individual, even if generally speaking the idea of average is construed as not-particularly-vulnerable. There are other conceptual antonyms for the vulnerable, such as ‘the powerful’ (the counterpart of the vulnerable subjects, e.g. the data controller that can exploit the data subjects’ weaknesses) or ‘the resilient’ (similar data subjects that in the same contexts are not exposed to risks as much as vulnerable people). In addition, between the average and the vulnerable there is a whole range of intermediate layers of less or non-average and less or non-vulnerable people. The notions of average and vulnerable are dynamic,

¹ Data protection law as such has also until recently only exceptionally engaged with these perspectives; see, in this sense: Jens T. Theilen, Andrea Baur, Felix Bieker, Regina Ammicht Quinn, Marit Hansen and Gloria González Fuster, (2021), ‘Feminist data protection: an introduction’ Internet Policy Review, 10(4).
and they are used here as the two conceptual poles of a spectrum of different subjective situations.

We enter this exploration aware of the fact that some scholars, in light of the many challenges encountered for the effective protection of individuals, and especially of vulnerable individuals, have suggested that a better path for individual protection against contemporary data practices might be not a refinement of the legal apprehension of people as ‘data subjects’ but rather a shift towards other types of protection – such as, for instance, not individual-focused but group-based ‘group privacy’. We also enter these reflections by acknowledging that viewpoints on the relations between privacy, data protection and gender are multiple and sometimes contrasted. In this sense, it has been highlighted that the United States (US) privacy tort – as originally conceived – was built off gendered notions of female modesty, suggesting women were vulnerable, ‘seduced wives and daughters’ in need of (male) help, and thus connecting women’s privacy claims to a ‘wrong kind of privacy’. At the same time, also in a US context, the historical contribution of women to the emergence of modern privacy has also been documented, and it would be difficult to even summarise the many ways in which the right to privacy has advanced women’s rights.

1.1 The notion of human vulnerability: looking for a definition

Some early definitions and conceptualisations of human vulnerability stressed its links to fragilities, harms and the fact of being wounded, as the word’s etymology suggests (‘vulnus’ in Latin means wound). The term served almost as a synonym for dependency,
helplessness, pain, violence, and weakness. Goodin affirmed that ‘to be vulnerable is to be susceptible to harm to one’s interests’. 9

A more mature and complex definition of human vulnerability can be found in the Council for International Organizations of Medical Science (CIOMS)’s notes on vulnerability. The notes refer to vulnerability not only as a susceptibility to harms, but also as the substantial incapability of protecting one’s own interests.10 Building on this definition, Schoreder and Gefenas tried to substantiate and delineate better vulnerability’s key components: harm, interests, likelihood and protection capabilities.11 Accordingly, they proposed the following definition: ‘to be vulnerable means to face a significant probability of incurring an identifiable harm while substantially lacking ability and/or means to protect oneself’.12 Many other scholars and institutions have followed this view of conceptualising vulnerability around the exposure and the likelihood of being harmed in the context of autonomy, dignity or integrity.13

However, vulnerability is a condition situated in opposition to an actual harm or injustice rather than indicating its potentiality.14 Well-established views also stress that vulnerability is a condition that should be avoided, something negative and a risk that should be mitigated.15 This latter approach was subject to some criticisms mostly from feminist scholars, who explored the positive sides of vulnerability, showing it as a precondition of empathy, social-connectedness and intimacy.16 Therefore, vulnerability is not only a limitation but also something that allows us to act and feel, e.g. Erinn Gilson formulates vulnerability as ‘openness to being affected and affecting’.17

Originally, vulnerability was analysed as a distinctive character of particular weaker individuals and groups based on specific situations or socio-economic contexts.18 Typical examples of such groups are racial minorities, asylum seekers, children, and people with...

12 ibid., 117.
13 Mackenzie, Rogers and Dodds (n 7) 6–11.
15 Malgieri and Niklas (n 1).
17 Gilson (n 13) 76.
disabilities. This reflects a predominant way of using the concept of vulnerability in more practical circumstances like research, social policy, or policing.  

Commentators in the research ethics field have stressed that there are two ways of conceptualising and addressing the consequences of vulnerability. The first approach focuses on the harms and the ways to eliminate them. The second approach focuses on individuals’ ability to overcome their vulnerable position and empower them with various decisional and procedural safeguards. In other terms, in the first approach, the emphasis is put on harm (physical or psychological); in the second, on consent or participation in decision-making.

### 1.2 Vulnerability insights from gender studies: the problems of labels

Several authors have criticised this way of understanding vulnerability, since it might bring stigmatising effects and harmful regulation for minorities. Some critical scholars thus advocate reformulating the understanding of vulnerability as a *universal* human condition manifesting itself differently in different situations, periods and spaces. This concept is portrayed as a general feature of human existence, a characteristic of every human being. For some, however, this emphasis on the universal character of vulnerability ignores structural violence, injustice and the exploitation experienced by particular groups. Apologists of a universalised notion of vulnerability argue it can be a way to run away from failures of existing diversity and equality policies and anti-discrimination laws.

---


22 Cole (n 15) 262.


25 Fineman (n 22) 18, 23 Another area of disputes about vulnerability concerns the organisational, legal and political responses to vulnerability. Fineman calls for responsive institutions that recognise human vulnerability. She criticises existing systems of rights and laws that depend on the formal equality and embrace an individualistic, self-sufficient and rationalist liberal subject. In a similar tone Goodin, vulnerability implies a justification for welfare state institutions that could help in addressing the lack of essential goods and services Goodin (n 8) 145.
A theory that attempts to overcome the universalism/particularism dichotomy of human vulnerability is the theory of layered vulnerability of Florencia Luna.\(^{26}\) According to this theory, there exist layers of vulnerability, which are not static attributes of certain groups of individuals, but features constructed by status, time and location. The identification and assessment of vulnerability layers should be based on several criteria, including an analysis of the origins of vulnerability (that is, an analysis of the stimulus conditions including if some layers are ‘cascade vulnerability’, i.e. layers that have a cascade effect on other sources of vulnerability) and of its effects (that is, probability and intensity of harms).

In line with this thinking, potentially any data subject could be, in a particular context or circumstance, vulnerable (e.g. due to the impossibility to provide free consent, or because they are subject to manipulation, discrimination, physical damages, etc.). Therefore, the analysis of vulnerability must focus on the *layered* relationship between the data controller and the data subject.\(^{27}\) In other terms, what qualifies vulnerability is the specific power imbalance between data subjects and controllers considering all specific characteristics and the higher risk of adverse effects for individuals.

1.3 Privacy, data protection and gender(ed vulnerability)

Privacy has been both celebrated and decried by feminists, inviting a distinction between a ‘*distorted notion of privacy*’, historically instrumental for the oppression of women, trans and gender diverse people, and other types of privacy, crucial precisely for the same individuals.\(^{28}\) Much of the feminist critique of privacy has evolved around the public/private distinction, itself a major concern of feminist legal theorising.\(^{29}\) Many of the arguments in this field have tried to counter the (mis)use of privacy to protect the perpetrators of domestic violence\(^{30}\) or online abuses.\(^{31}\) Contrasting and sometimes conflicting notions of privacy continue to coexist around the world, and they have for
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\(^{27}\) See, extensively, Malgieri and Niklas (n 1).


instance been described as both facilitating and impeding the advance of digital rights in India.\textsuperscript{32} What we do know is that, in any case, gender matters \textit{de facto} for the enjoyment of privacy and data protection.\textsuperscript{33}

Scrutinising women as consumers has been a priority of ‘marketing experts’ for decades. In this sense, Vance Packard and Mark Crispin Miller already reported in the 1950s about cameras set up in stores that ‘\textit{started following the ladies as they entered the store}’ to measure their eye-blink rate, trying to better understand their behaviour.\textsuperscript{34} But women are also scrutinised in other fields, most notably as objects of welfare surveillance.\textsuperscript{35} And, as surveillance studies scholars have noted, as a matter of fact volume many ‘\textit{techniques conventionally relegated to the realm of monitoring and documentation — but not surveillance proper — mask and reinforce the gendered, sexed, raced, and classed exercise of power},’\textsuperscript{36} even if society does not generally regard them as proper surveillance. Women suffers from disparate impact even in other more ‘protected’ environments, like e-commerce.\textsuperscript{37}

Gender also significantly matters for the enjoyment of privacy and data protection for trans and gender diverse individuals.\textsuperscript{38} The work undertaken by the United Nations (UN) Special Rapporteur on the Right to Privacy in the recent years has notably shown that gender, together with other factors such as ethnicity, beliefs, culture, social origins, age, economic self-sufficiency and legal and political frameworks, serves ‘to mould experiences


\textsuperscript{34} Vance Oakley Packard and Mark Crispin Miller, \textit{The Hidden Persuaders} (Ig Pub 2007) 113.


\textsuperscript{36} Marc Andrejevic, ‘Foreword’ in Rachel E Dubrofsky and Shoshana Amielle Magnet, \textit{Feminist Surveillance Studies} (Duke Univ Pr 2015) xi.


The Special Rapporteur has stressed that ‘(g)ender-based breaches of privacy are a systemic form of the denial of human rights, are discriminatory in nature and frequently perpetuate unequal social, economic, cultural and political structures’ and that although ‘(p)rivacy and gender have long been regarded as second-order considerations’, ‘their complex impact on society is of critical importance’. In general, gender can be a source of vulnerability online for many types of harm: from revenge porn to cyber-harassment and hate speech. Privacy can notably offer protection against gender-based violence, a disturbingly pervasive phenomenon which is known to disproportionately affect women and intersex and gender-nonconforming individuals.

1.4 The role of the GDPR in this debate

In the General Data Protection Regulation (GDPR), the term ‘vulnerable data subject’ is only incidentally mentioned, referring explicitly just to children. Nevertheless, several European Data Protection Authorities (e.g. in Spain and Poland) have publicly considered ‘gender’ as a potential source of a data subject’s vulnerability. Looking at the history and foundations of European data protection law, broader questions emerge, such as whether the ‘average data subject’ was or is, by default, male, and, whether females are supposed to be regarded as vulnerable data subjects just because they are female.

This article engages critically with these issues, in line with feminist legal thinking, discusses the recognition of minors as vulnerable (Section 3), by the GDPR, and looks into law and economics analysis of consumers’ behaviour (where ‘gender’ and ‘sex’ are regarded as a relevant variable in consumer vulnerability) (Section 2), but also political philosophy and, in particular, gender studies (Section 4), where we can observe a real intellectual polarisation. On the one hand the vulnerability universalist approach, according to which

---

40 ibid., 3.
41 ibid., 4.
43 United Nations (UN) General Assembly (n 38) 4; See, also, Citron (n 41); Carrie Goldberg and Jeannine Amber, *Nobody’s Victim: Fighting Psychos, Stalkers, Pervs, and Trolls* (Plume 2019).
44 Conceptualisations that would be based on an approach to gender different than binary are difficult to find in the doctrine.
every human is vulnerable and any additional ‘label’ of vulnerability is deemed to lead only to stigmatisation and ‘pathogenic vulnerability’; and, on the other hand, the particularistic approach, according to which some subjects are more vulnerable than others (and, in particular, women are more vulnerable – i.e. subject to adverse effects – than men in many contexts: workplace, education, etc.). A third way might be the ‘layered’ theory of Luna, which is based on a contextual and relational (even situational) nature of vulnerability. This solution could be regarded as best adapted to the layered risk-based approach in the GDPR, but also with intersectional approaches. In addition, as Section 5 highlights, this contextual approach is somehow present also in new policymaking proposals, although we should be aware of its inherent risks too (Section 6).

2. Engendering the (average) data subject?

2.1 The average data subject in the GDPR

While in EU data protection law there are clear definitions of key notions such as ‘data controllers’ and ‘data processors’, and these might even be classified into different categories (according to size, responsibility, data protection risks, territoriality, etc.), not much can be said about data subjects.

Data subjects are defined in the GDPR indirectly, in the definition of personal data of Article 4(1), which states that “personal data” means any information relating to an identified or identifiable natural person (“data subject”). The data subject is thus the identified or identifiable natural person to whom personal data relate. Nothing is said about the main characteristics of this legal figure, although one could attempt to re-construct such main characteristics from the other provisions of the GDPR. In this sense, for instance, the data subject would appear to be, in principle, somebody who is unaware of the existence of their data protection rights – as the GDPR obliges data controllers to inform data subjects.

46 Goodin (n 8); Cole (n 15).
47 Luna, ‘Elucidating the Concept of Vulnerability’ (n 25); Luna, ‘Identifying and Evaluating Layers of Vulnerability – a Way Forward’ (n 25).
49 See, in particular, Brendan Van Alsenoy, Data Protection Law in the EU: Roles, Responsibilities and Liability (Intersentia Uitgevers N V 2019).
about these rights whenever they collect data from them (cf. Art. 13 GDPR). At the same
time, in principle, data subjects are nevertheless expected to be able to provide – after
having received certain pieces of information – a consent that qualifies as informed. The
data subject is thus in principle uninformed, but potentially on the verge of being informed
enough.\textsuperscript{51}

EU data protection law does not explicitly rely on the notion of ‘average data subject’\textsuperscript{52} or
put forward any comprehensive classification of data subjects. As it does refer to
vulnerable data subjects, it is possible to state all other data subjects are thus to be
regarded as non-vulnerable. To some extent, it is possible to equate the ideal ‘average data
subject’ to such category of non-vulnerable data subjects. In any case, what we know about
vulnerable data subjects is that they are not the standard data subject.

In many other EU legal fields, there are more specific definitions of the different individuals
involved and possible sub-categories of them. This is the case in such as EU private law,
consumer law,\textsuperscript{53} car insurance regulation,\textsuperscript{54} and regulation of scientific research.\textsuperscript{55} For
example, in these fields there are descriptions of average subjects and separate
descriptions of vulnerable individuals (classified either generally or on the basis of the
specific groups they belong to). Still, in the data protection framework, in which these
definitions, distinctions and categorisations could seem even more important, they are
absent.

\textbf{2.2 From the Data Protection Directive to the GDPR: a rational male subject?}

If we understand privacy and data protection law as aimed at counter-balancing unfair
imbalances between the data processing party and the data subject,\textsuperscript{56} they could be
described as thus aimed at mitigating individual vulnerability.\textsuperscript{57} However, the increased

\textsuperscript{51} On the relation between the notion of data subject and information, see notably Gloria González
Fuster, ‘How Uninformed Is the Average Data Subject? A Quest for Benchmarks in EU Personal Data
Protection’ (2014) 19 IDP Revista de Internet, Derecho y Política 92.

\textsuperscript{52} ibid.

unfair business-to-consumer commercial practices in the internal market and amending Council

Member States relating to insurance against civil liability in respect of the use of motor vehicles.

\textsuperscript{55} See, e.g. Regulation (EU) No 536/2014 of the European Parliament and of the Council of 16 April
2014 on clinical trials on medicinal products for human use, and repealing Directive 2001/20/EC Text


\textsuperscript{57} Ryan Calo, ‘Privacy, Vulnerability, and Affordance’ (2017) 66 DePaul Law Review
<https://via.library.depaul.edu/law-review/vol66/iss2/11>.
awareness in social science about the dynamic personal conditions of individuals (in terms of understanding, awareness, exposure to manipulation and discrimination, resilience to attacks, etc.) impose to consider that there exist different layers of data subjects’ vulnerability. In the GDPR (and in the Data Protection Directive before) it is clear that some rules are conceived for ‘average’ (rational, aware and circumspect) data subjects.

Indeed, as many scholars affirm, the emphasis on information duties in the data protection discourse presupposes a rational, informed data subject who makes conscious decisions. The emphasis on consent, as the outcome of a rational and informed decision-making process of the data subject, reflects the same approach. Interestingly, if we look back at the first proposal of the Commission for the Data Protection Directive, we can find several references to a rational and well-informed average data subject. In particular, the right to information is seen as a tool to ‘enable the data subject to weigh the risks and advantages of the intended processing of data relating to him and to exercise his rights under Article 14 of the Directive (rectification, erasure, blocking)’; accordingly ‘the controller of the file has to provide the data subject with such information as is relevant to the data subject’s decision’. In other words, the legislator was relying on the rational decision-making capabilities of the data subject, who is able to assess risks and advantages of data processing and to take informed decisions about that. She seems similar to the reasonably informed, observant and circumspect consumer that can ‘make intelligent choices’ as argued in the consumer law.

According to some commentators, the shift from the Data Protection Directive to the GDPR has not decreased but increased this reliance on an average and rational data subject, inspired to the rational consumer in the EU consumer law. In particular, considering the new emphasis on the characteristics of valid consent (Article 7), the introduction of transparency as an explicit data protection principle (Article 5(1), point (a)) and the consequent development of information duties (see Articles 12–14), it seems that the
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GDPR is ‘based on the idea that all data subjects are rational actors that will read all privacy statements and carefully weigh and balance the consequences of consent’.⁶³

Actually, some provisions in the GDPR seem to refer to a broad notion of data subject, which may include also vulnerable subjects. This is the case of, e.g., Article 12 that requires that the data controller complies with all transparency duties in an ‘intelligible and easily accessible form, using clear and plain language’. We can find another reference to this in Recital 43, which affirms that the provision of consent is probably not free if there is a ‘clear imbalance between the data subject and the controller’. Another implicit reference is in Article 21(1), according to which the right to object should be exercised on grounds relating to the data subject’s ‘particular situation’. Other references to vulnerable individuals can be found in the notion of ‘high-risk’ data processing (Recital 75) or in the exercise of some data protection rights (e.g. the right to be forgotten or the right not to be subject to automated decisions).⁶⁴ Actually, in most of these few examples, the only explicit reference to vulnerable subjects in the GDPR is to children, as we discuss in the next section (Section 3).

In more general terms, several scholars have criticised the normative definition of the ‘average’ individual in law, seen as a tool to strengthen dominant categories (white, male, heterosexual, upper classes individuals) and stigmatise minority or vulnerable groups,⁶⁵ while others have noted that the liberal legal person is marked – historically or normatively – by inherent masculinity.⁶⁶

In privacy and data protection discussions, there is no definite understanding or clear classification of vulnerable individuals,⁶⁷ but also no generally accepted conceptualisation of the standard data subject. By exploring the operationalisation of vulnerability in data protection law, however, we can throw light on who is supposed to be, a contrario, the standard data subject. In Europe, privacy and data protection legislation has never clarified the gender of the non-vulnerable data subject. The text of the 1995 EU Data Protection Directive refers to the data subject using male pronouns (he/him). However, that was a common linguistic bias in that period. Interestingly, the figure below, reproducing a
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⁶³ Schermer, Custers and van der Hof (n 58) 179.
⁶⁴ See article 17(1)(f) about the right to be forgotten for children or recital 71 about the right to be subject to automated decision-making and the prohibition of these automated decisions for children.
⁶⁶ Rosemary Hunter, ‘Contesting the Dominant Paradigm: Feminist Critiques of Liberal Legalism’ in Margaret Davies and Vanessa Munro (eds), The Ashgate Research Companion to Feminist Legal Theory (Ashgate 2013) [https://kar.kent.ac.uk/35679/] accessed 29 May 2021.
⁶⁷ Malgieri and Niklas (n 1).
fragment of a figure from a European Commission document of 1998,\textsuperscript{68} offers a gendered representation of the data subject, might also be regarded as plausibly standard for that period.

\textbf{Figure 1 – Example of historical representation of the data subject}

Nevertheless, the GDPR, that repealed that Directive in 2016, has more gender-neutral terminology: it always refers to ‘he or she’/‘him or her’. Indeed, European data protection law is overall not concerned with gender.\textsuperscript{69} This GDPR gender ‘blindness’ is manifest in relation to the categories of data protected as ‘special categories’ or ‘sensitive data’. Article 9(1) GDPR, which establishes that in principle data pertaining to such categories shall not be processed, does not mention gender (or even gender identity) or sex among the types of sensitive information that must be specially protected because they could, \textit{inter alia}, lead to discrimination.


\textsuperscript{69} This is particularly striking in light of the described significance in relation to privacy and personal data processing, although this is not as such as peculiarity of data protection law, and gender might be described as overall ‘barely visible in the conceptual armoury of law’. See Joanne Conaghan, \textit{Law and Gender} (Oxford University Press 2013).
2.3 The role of Data Protection Authorities in ‘inventing’ the vulnerable gendered data subject

More broadly, it has been highlighted that not only European but more generally all worldwide data protection authorities tend to disregard the issue of gender, notably when they record and report on their interactions with data subjects.\textsuperscript{70} Because of such lack of gender-sensitive reporting, it is difficult, not to say impossible, to have an accurate understanding of the extent to which gender affects access to data protection remedies.

A link between gender and data protection vulnerability has been suggested however by some EU Data Protection Authorities. It is the case of, at least, Spain and Poland. The Spanish DPA has notably argued in its 2020 gender equality framework that ongoing technological changes impact all citizens but especially ‘the more vulnerable collectives, like children and women’.\textsuperscript{71} On the other hand, the Polish Data Protection Authority, in its list of high-risk data processing practices (for which a Data Protection Impact Assessment should be recommendable), mentions gender as a source of power imbalance in data-related contexts: ‘processing data in which the data subjects are graded or assessed, e.g. in terms of age and/or gender, and then this classification is used to present offers or other activities that may affect the rights and freedoms of data subjects whose data are processed.’\textsuperscript{72} In sum, gender and vulnerability are linked on the grounds of consumer and worker exploitation. In other terms, the Polish DPA seems to suggest that non-male gender might lead to contractual vulnerability, as many national civil codes have been also suggesting during the 20\textsuperscript{th} century.\textsuperscript{73}

Interestingly, in the consumer law and economics literature, the link between vulnerability and gender has been discussed in different empirical studies. For example, women appear to score lower on the consumer empowerment index than men\textsuperscript{74} and gender could be seen

\textsuperscript{\textbullet\textsuperscript{71} Translated by the authors. The original states: ‘La protección de datos vive un momento determinante debido a los continuos cambios tecnológicos que impactan directamente en el ciudadano y en especial en los colectivos más vulnerables como los menores y las mujeres que nos conciencian, entre otras cosas, de que es necesario luchar contra la violencia en internet’ (AEPD, Marco de Actuación de la Agencia Española de Protección de Datos en materia de Igualdad de Género, 2020, p. 3).}  
\textsuperscript{\textbullet\textsuperscript{72} Proponowany wykaz rodzajów przetwarzania, dla których wymagane jest przeprowadzenie oceny skutków dla ochrony danych, https://iapp.org/media/pdf/resource_center/poland_blacklist.pdf.}  
\textsuperscript{\textbullet\textsuperscript{73} See the Italian Civil Code Art. 1435, according to which the use of violence during the negotiations for a contract can be a cause of invalidity of the contract. ‘The violence must be of such a nature as to make an impression on a reasonable person and to make him fear exposing himself or his property to an unjust and considerable evil. Regard shall be had, in this matter, to the age, sex and condition of persons’.}  
\textsuperscript{\textbullet\textsuperscript{74} M Nardo and others, ‘The Consumer Empowerment Index. A Measure of Skills, Awareness and Engagement of European Consumers’ [2011] Publications Office of the European Union 12}
as directly linked to vulnerability for instance in situations where men control women’s access to money.\textsuperscript{75} Obviously, significant life changes experienced by some women, such as pregnancy, can be sources of certain types of vulnerability.\textsuperscript{76} In addition, men tend to dominate the use of new technologies such as internet banking, resulting in potential vulnerability in the online and financial sectors being determined along gender lines.\textsuperscript{77}

A European Commission study on consumer vulnerability in 2016\textsuperscript{78} revealed that men appear consistently less likely than women to be ‘vulnerable’ on a number of indicators in the commercial dimension. The indicators included having problems comparing deals due to personal, market-related and access-related factors in the energy sector, due to personal and market-related factors in the online sector, and due to personal and market-related factors in the finance sector, as well as being prevented from switching due to access-related factors in the energy sector. The study also highlighted that vulnerability is not always connected to the female gender: according to the results of the survey data analysis, men are slightly more likely to not take action when they experience a problem, and to overpay for services due to being unable to use certain payment methods.\textsuperscript{79}

2.4 The gendered subjectivity paradox in the privacy discourse

At this stage, it is necessary to stress that when legal texts or authorities refer to vulnerability in these contexts, they may refer to two different kinds of vulnerability: vulnerability as being particularly vulnerable to the effects of data processing (higher risk of discrimination, manipulation, stigmatisation, physical or psychological harm, etc.) and vulnerability within the data processing process itself (higher risk of not understanding privacy policies, not providing an aware and voluntary consent to data processing, not understanding risks and implications of it, being incapable of exercising data protection rights).\textsuperscript{80} Women are usually portrayed to as especially vulnerable to the effects of data processing (discrimination in the workplace, harassment on social media, etc.), but often

\textsuperscript{79} ibid.  
\textsuperscript{80} About this distinction of two kinds of vulnerabilities, see largely Gianclaudio Malgieri, ‘Data Subjects in the GDPR and the Protection of Vulnerable Individuals’ (Doctoral Thesis, Vrije Universiteit Brussel 2020).
the distinction between these two forms of vulnerability is blurred or conceptually confused, as for the case of children, mentioned below in this article.

However, the fact that women are considered vulnerable to the effects of data processing, rather than vulnerable in reading privacy documents or exercising data subjects’ rights is emblematic. Indeed, in the previous sections we have observed a paradox about privacy subjectivity and gender: women are considered as privacy subjects when they need to be ‘protected’ against the effects of data protection, but, at the same time, the average data subject – the one that actively reads privacy policies and takes decisions, gives consent, exercises data protection rights – seems to be implicitly male by default. In other words, women have been considered as ‘objects’ of privacy, but not as ‘subjects’ of privacy. The sexist dichotomy objects-subjects or Self-Other has been well explored in feminist studies, building on Simone De Beauvoir reflections. Although a comprehensive comparison between that discussion and the privacy gendered subjectivity paradox is beyond the scope of this article, we acknowledge that even the privacy discourse has tended to consider ‘men’ as data protection subjects (see the EU Data Protection Directive above) and ‘women’ as data protection objects (see the link between female gender and vulnerable subjects above).

3. The problem of labels in the data protection discussion on vulnerability

3.1 Children as vulnerable data subjects

One of the main risks of defining and addressing vulnerable data subjects is the risk of labelling them, stigmatising minorities and oversimplifying complex dynamics. By doing so, whole groups of individuals are moved out of standard legal protection into a realm which is not necessarily better fitted to tackle the issues at stake. A clear example of these risk is the protection of children as the only explicit vulnerable category of data subjects in the GDPR.

Indeed, the GDPR recognises explicitly only one category of vulnerable individuals (cf. Recital 75): children. Analysing the GDPR consideration and protection of children’s vulnerability can thus be useful to better understand also how such an approach can be
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81 Allen and Mack (n 3); Skinner-Thompson (n 4).
82 Karen Green, ‘The Other as Another Other’ (2002) 17 Hypatia 1, 6–9; Céline Léon, ‘The Second Sex: Differently Other or Otherly Different?’ (1995) 12 Simone de Beauvoir Studies 139, 141; Sonia Kruks, ‘Gender and Subjectivity: Simone de Beauvoir and Contemporary Feminism’ (1992) 18 Signs 89.
put in relation to the discussion about gender vulnerability. This section analyses, therefore, the qualification by the GDPR of children as vulnerable data subjects, and the special rules put in place for the protection of the personal data about them. It briefly considers the reasons behind such a move, stresses that the rationale for that decision was originally ill-defined, and highlights that, in practice, it has not led to reinforced protection of the personal data of children. On the contrary, it might be argued that as a consequence of the special rules foreseen in the GDPR for the processing of minors’ data, minors are now in a particularly uncomfortable and dangerous situation – notably due to what we describe as the ‘Frosties effect’ (see below).

The GDPR was the first EU legal instrument to recognise that minors deserve ‘specific protection’ of their personal data.84 This is due, according to the GDPR, to the fact that ‘they may be less aware of the risks, consequences and safeguards concerned and their rights in relation to the processing of personal data’.85 The Regulation also explicitly mentions children as a type of ‘vulnerable natural persons’, in the sense that the risk to their rights and freedoms of resulting from personal data processing might be particularly likely and severe.86 The rationale for treating minors differently seems thus to be at least double: it is because they know less than normal adults, and it is because the impact of data processing can be worse for them. The EU legislator was never completely clear in this respect during the legislative procedure.87

The lack of clear argumentation in this regard was particularly visible in discussions around the age below which data subjects can only consent via ‘parental consent’. Article 8(1) of the GDPR, in this sense, establishes that, ‘in relation to the offer of information society services directly to a child’, the processing of the personal data of a child below the age of 16 years shall be lawful only if and to the extent that consent is given or authorised by the holder of parental responsibility over the child. The GDPR does not explain however exactly why consent of younger children should not be valid. It might be that they are too young to be properly informed, and thus incapable of granting ‘informed consent’ because of their limited knowledge. It might be that due to their limited age there is, as a general rule, a ‘clear imbalance’ between them and the data controller, imbalance which would also invalidate the possibility of consent. It might be that the impact on them of certain data practices would potentially be too severe, and thus they are especially at risk, in a way that would make their own consent a non-suitable legal basis. It might be that the reasoning behind the measure builds on all of these points. No explanation is given.

The absence of clear criteria to determine the consent threshold eventually affected negatively national developments, which have happened to be extremely uncoordinated and diverse. Article 8(1) of the GDPR indeed also opened the door for Member States to ‘provide by law for a lower age for those purposes provided that such lower age is not below 13 years’, that is, to decide by themselves what would be the exact threshold for parental

84 Recital (38) of the GDPR.
85 Idem
86 Recital (75) of the GDPR.
consent in their territory. Member States ended up setting the threshold at a variety of different ages, including 13, 14, 15 and 16 years. This created a not clearly justified, not to say random, normative fragmentation directly at odds with the harmonising ambitions of the GDPR.

Worse, the need to comply with special requirements in the event that Article 8 GDPR would apply, combined with the need to adapt to national disparate norms, appeared to motivate a global move from data controllers to situate themselves out of its reach. We designate this phenomenon as the ‘Frosties effect’, in relation to accusations addressed at Kellogg’s UK when the company, having to face limitations of sugar content in cereals addressed to children, decided to announce that its Frosties cereals did not target children. The decision was controversial because the product is typically associated with a cartoon mascot. Nevertheless, the company insisted that Frosties tended to be eaten by more adults than children.

In a similar vein, companies that one could imagine as targeting children, assert nowadays that they do not. Also, often, data controllers will use data protection notices to announce that actually minors should actually be kept away from them. In this sense, for instance, Fanta states that in Belgium nobody younger than 16 can participate to activities requiring consent – not even with parental consent. As another example, TikTok asserts it is not for children younger than 13, and places on the readers of their data protection notices the burden of notifying any possible access to personal data of minors.

By artificially negating that they target children, data controllers might be trying to avoid having to comply with Article 8 of the GDPR. De facto, they sometimes pursue avoidance in a way that actually completely refutes the possibility that data about children might be processed at all by them, depriving children of even basic data protection safeguards. In its assessment of the first two years of application of the GDPR, the European Commission, despite providing a generally positive evaluation of the instrument’s application, was highly critical of the situation regarding the protection of personal data of children. The

90 ‘Cela signifie que les personnes âgées de moins de 16 ans ne peuvent pas participer aux activités énumérées à l’article 6 lorsqu’elles sont fondées sur le consentement, par exemple recevoir des communications marketing et des notifications push personnalisés en fonction du lieu, et que nous ne traitons pas leurs Données Personnelles’, https://promo-fr.fanta.be/politique-de-confidentialite, accessed 13 April 2021.
92 European Commission, Communication to the Council and to the European Parliament: Data protection as a pillar of citizens’ empowerment and the EU’s approach to the digital transition – Two
European Commission notably noted that national differences in the age of children’s consent in relation to information society services create ‘uncertainty to children and their parents as to the application of their data protection rights in the Single Market’. The document accompanying the official Communication of the European Commission also pointed out that one of the areas in which further progress was needed was the rights of children, echoing concerns that ‘many organisations ignore that children may be concerned by their data processing’.

In sum, providing specific protection for the personal data of children – explicitly identified as vulnerable – was a significant innovation of the GDPR, but it has been, for the moment, one of its most dramatic failures. The data of children have not only not received particularly strong protection. They have actually received a level of protection particularly weak, and often completely ignored.

3.2 Layered vulnerability as an alternative interpretation of the GDPR

Considering and addressing data subjects’ vulnerability is important and even necessary. However, considering a risk-based definition of vulnerability (vulnerability as higher risks to people’s fundamental rights and freedoms), we should not assume that groups are ‘vulnerable’ by default. On the contrary, vulnerability should be analysed under a contextual, relational and intersectional approach.

As explained above, Luna, trying to conciliate the risk-based approach of vulnerability with a relational and intersectional understanding of vulnerable people, proposes the notion of ‘layered’ vulnerability. In sum, she does not consider human vulnerability as a yes-or-no attribute, but as a risk-based characteristic of individuals, depending on the geographic, socio-economic, institutional, structural and hierarchical conditions in which a powerless data subject is. This layered-based approach to human vulnerability seems adequate to avoid default considerations (‘children are vulnerable’, ‘women are vulnerable’) and...
embrace more contextual and relational understandings of vulnerability (e.g. ‘a woman who is a precarious worker for a digital platform of food delivery is vulnerable when her employer asks for her consent for the access to health data on her mobile phone’, etc.).

Interestingly, this layered-approach is really in line with the risk-based approach in the GDPR. Indeed, as some scholars affirmed, the layers assessment in Luna’s theory is a specific form of risk assessment. The link between vulnerability and risk is also semantic, as the first definition of ‘risk’ in data protection reveals (‘exploitation of vulnerability of personal data supporting assets’).

In other terms, vulnerability should not be considered as a static, immutable property of ‘categories’ (or groups) of data subjects, but as a dynamic and relational risk-based attribute of data subjects in certain situations. The GDPR is already compatible with this structure. Interpreters should avoid default interpretations of vulnerabilities (‘children are vulnerable’) and conjugate the risk-based approach of articles 24 (the duties of the data controller should be proportional to risks), 25 (data protection by design should take into account the level of risks) and 35 (the DPIA focuses on risks for data subjects) to a dynamic understanding of vulnerability.

Accordingly, the risk-based approach seems fruitful for our study on vulnerability. When assessing the risks to fundamental rights and freedoms of the data subjects, the data controller should consider situations in which certain data processing could adversely impact particular individuals. This is explicitly requested by the WP29, which declared that ‘origin, nature, particularity and severity of the risks’ should be appreciated ‘from the perspective of the data subjects’. Indeed, this approach has been defined as ‘subjective, individual-centred’. In sum, even though the GDPR is not clear and unambiguous in defining and protecting vulnerable people, the interpreters should treasure the risk-based approach in order to face the challenge of vulnerable data subjects and avoid ex-ante oversimplified understandings of data subjects’ vulnerabilities.
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4. New frontiers in policymaking: from vulnerable individuals to individuals with vulnerabilities?

The contextual approach according to which vulnerability is not a static attribute of a category of individuals (e.g. women), but a transient and contextual situation depending on the specific circumstances of the data processing can be found also in international and EU policy documents,\(^1\) as well as guidance from data protection authorities. For example, the Spanish DPA,\(^2\) in its official list of high-risk data processing practices, mentioned: ‘data processing regarding vulnerable subjects or those who are at risk of social exclusion, including (...) the victims of gender-related violence, as well as their descendants and persons who are in their guardianship or custody’.\(^3\) Victims of gender-related violence might be regarded as vulnerable due to their gender, but this is not here a general assumption according to which women are vulnerable: it is rather a contextual evaluation (gender can be a source of domestic violence or similar forms of violence and so a source of vulnerability).

Somehow similarly, the UN Special Rapporteur on the Right to Privacy refers to individuals ‘vulnerable on account of their gender’, but in our interpretation at least these do not necessarily correspond to all individuals of a certain gender.\(^4\) Rather, these would be individuals who have suffered ‘infringements of privacy related to or arising from’ their gender.\(^5\)

A layered approach – described as a possible solution in the previous Section – could be read between the lines of the proposed EU legislation on AI. In this sense, the recently proposed EU AI Act\(^6\) in its Article 5 mentions ‘people with vulnerabilities’, instead of ‘vulnerable people’. This idea of vulnerabilities as an eventual (and transverse) adjective seems very in line with a ‘layered’ approach to vulnerable subjects.\(^7\) Another passage of

\(^1\) It might worth noting that in the EU context ‘vulnerable adults’ is used to describe persons lacking the personal capacity to protect their interests. See for instance: Christian Salm, Protection of Vulnerable Adults: European Added Value Assessment Accompanying the European Parliament’s Legislative Initiative Report (Rapporteur: Joëlle Bergeron) : Study (EPRS, European Parliamentary Research Service, European Added Value Unit 2016) 388.
\(^2\) AEDP, List of the types of data processing that require a data protection impact assessment under Art 35.4, English version available here: [https://www.aepd.es/media/criterios/listas-dpia-en-35-4.pdf](https://www.aepd.es/media/criterios/listas-dpia-en-35-4.pdf)
\(^4\) Report of the Special Rapporteur on the right to privacy, op. cit., p. 4.
\(^5\) Gender being understood here as encompassing ‘(c)is normativity, biological sex, sexual orientation and expression, gender identity or expression, sex characteristics and societal norms’ (idem).
\(^7\) It is unclear and very much subject to debate, however, whether this might be a deliberate and conscious choice from the services drafting the proposal, or rather an accidental consequence of the fact that there are the same services normally working on cybersecurity legislation, in which the term ‘vulnerabilities’ is most common.
the AI proposal also refers to vulnerability, in this case demanding that attention is paid to a possible ‘vulnerable position’ in which adversely impacted persons might find themselves in relation to the user of an AI system, ‘in particular due to an imbalance of power, knowledge, economic or social circumstances, or age’. This vulnerable position of impacted persons needs to be taken into account for assessing the possible future qualification of additional AI systems as high-risk systems, under the proposed Article 7(2)(e). Actually, the European Commission’s approach to vulnerability is not particularly consistent. In its Communication of December 2020 on the Digitalisation of justice,108 the European Commission notes that ‘the digitalisation process must take full account of the needs of the disadvantaged groups’, and that ‘institutional, organisational and technical measures must ensure full access to justice by disadvantaged groups and people in situation of vulnerability, such as children or older people, who may lack the requisite means or digital skills’.109 This seems to imply a distinction between people pertaining to a ‘disadvantaged group’, and people ‘in situation of vulnerability’, where only age is mentioned as an example of vulnerability source (but, e.g. disability – which is in Article 5 of the proposed regulation on AI – is not here). The same Communication, when it moves to considering AI developments, states that where ‘machine learning is used, the risks of biased outcomes and potential discrimination against women and particular groups, such as persons with a minority ethnic or racial background, are high and must be addressed’.110 Here the terminology privileged is thus ‘women and particular groups’, as if the Commission wanted to keep anyway a more static approach on ‘group’ vulnerability and ‘women’ are seen at the borderline of these special groups.

In its 2020 Strategy on Gender Equality,111 when discussing women’s employment rate in the EU, the European Commission stated that there was an underrepresentation of some women in the labour market which is ‘often resulting from the intersection of gender with additional conditions of vulnerability or marginalisation112 such as belonging to an ethnic or religious minority or having a migrant background’,113 thus equating being a woman with a condition of vulnerability. The 2020 European Commission’s Strategy for lesbian, gay, bisexual, trans, non-binary, intersex and queer (LGBTIQ) people,114 in its turn, generally regarded LGBTIQ people as a vulnerable group but also noted that among LGBTIQ people some are ‘the most vulnerable’, in particular ‘those experiencing intersectional
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discrimination and trans, non-binary and intersex people, who are among the least accepted groups in society and generally experience more discrimination and violence than others in the LGBTIQ communities’.115

The European Data Protection Supervisor (EDPS), commenting in June 2020 on the European Commission’s approach to AI,116 suggested in that ‘in the absence of a formally adopted legal definition of vulnerable groups’, ‘a context-specific, pragmatic approach’ should be adopted.117 This statement, however, was followed by an enumeration of groups of persons to be regarded as vulnerable, and thus the ‘context-specificity’ of the approach is unclear: ‘Vulnerable group [sic] of persons should include children, elderly, and persons with disabilities, ethnic minorities or historically marginalised groups, women,118 LGBTQIA+ communities, workers and others at risk of exclusion’.119

In sum, it seems to us that in the guidelines and institutional documents in the EU there is an ambiguous but intense focus on individual vulnerability: we observe a tension between static group vulnerability (in which often gender is considered a source of vulnerability) and dynamic, contextual approach to vulnerability as a transeunt adjective of individuals. In our view, this tension could benefit from the feminist and gender studies discussion summarised in the previous sections: a layered approach to vulnerability might be a first solution to protect people, without stigmatising them, and facilitate the acknowledgement of the possible coexistence of multiple vulnerability layers.

5. The risk of layerism: the contextual invalidation of vulnerability

This contextual recognition of vulnerability, however, is not without risks, the most important being that it might generate situations in which an individual expecting to be granted special protection is deprived of it because, taking into account their specific situation and despite possible appearances, they are individually regarded as not being vulnerable. Again, minors can provide here a useful illustration – minors being, as noted, currently the only category of explicitly vulnerable data subjects in the GDPR. Particularly telling is the case connected to Decision n° 53 of the European Data Protection Board (EDPB) Register of Decisions taken under Article 60 of the GDPR.120 The decision relates to a complaint lodged by a 15-year-old individual with the Austrian Data Protection Authority.
following the request by the complainant to a company about information on his user account via a contact form. The company’s customer service had responded via e-mail by asking the complainant to allow for the verification of his identity, by means of a redacted copy of his ID, which he was told would be used exclusively for the purpose of identity verification in connection with the requested data access. The complainant passed the verification process, but was informed that his user account had been suspended because there were indications that he had not yet reached the age of majority, and that was contrary to the company’s general terms and conditions for the creation of user accounts. Moreover, the complainant was told that he would not be given access to their data unless he proved he had his parents’ consent and submitted a ‘birth certificate and a copy of your parents’ identity card’.

The complainant responded to the company that they were probably misinformed, as under Austrian law consent is legally binding with the completion of age 14, asked again for access to his personal data and warned the company he would otherwise lodge a complaint with the DPA, which he eventually did, focusing on the misuse of the information in his ID card. In its decision on the case, the relevant DPA decided not to decide on whether the request for parental consent and documents of the custodians constituted an infringement of the GDPR, in the sense of failing to facilitate the exercise of data subject rights. The authority argued that although there was clearly no reason for the company to request such information, the facts of the case proved that ‘the complainant was very familiar with his rights’, and that ‘(a) tno time did he seem to be under the impression that he had to comply with the request’, so there was ‘only a hypothetical risk that further data would be transmitted involuntarily’.

The reasoning is astonishing, generally speaking, as it would imply that data controllers can request all sorts of unnecessary information of data subjects to the extent that data subjects are familiar enough with their rights to know such requests are completely unfounded, and that they can thus ignore them. More problematically, here the DPA paid no attention at all to the fact that the complainant was in any case a minor, in principle deserving special protection according to the GDPR. Not only was the complainant denied any special protection, but he was actually not even treated as a normal data subject deserving not to be requested unnecessary information, presumably because he knew too much to be treated as such. Such a contextual invalidation of vulnerability is certainly not what we propose. A recognition of the contextual nature of vulnerability must necessary be accompanied by a clear, strong protection of all data subjects, including the apparently less vulnerable.
6. Concluding remarks

This article calls for a twofold operation: reflecting on the implicit gender of the ‘standard’ data subject in data protection and privacy legislation, while opening a discussion on the benefits and drawbacks of a layered approach to data subjects’ vulnerability, taking inspiration from feminist and gender studies.

Looking at how the notion of the data subject and the right to privacy and data protection have arisen in the Western legal tradition, we observed in Section 2 that although the ‘data subject’ was formally non-gendered, in many situations this notion implicitly referred to an ‘average’ (rational, circumspect, reasonable) individual silently envisaged as male, while female data subjects were seen as other, different than average, and needing privacy as a tool to balance their presumed inherent vulnerability. Looking at law and economics literature, we observed that consumer vulnerability is not univocally related to gender: although some 20th-century civil codes in Europe seem to refer to vulnerable female contractors, recent empirical studies show that being female might be a source of market vulnerability only in specific contexts.

As Section 3 argues, in modern data protection law, and especially in the GDPR, there is still limited light on the conceptual underpinnings of the notion of data subject, and also on the notion of vulnerable data subjects. Although in the text of the GDPR there is some room for interpretation to expand the protection of individual vulnerability, the only explicit example to vulnerability refers to children. The current implementation of the static ‘group-based’ vulnerability protection granted to them proves to be ineffective and useless, as data controllers massively moved to closing their eyes to the very existence of data related to children. When data protection authorities mention gender as source of vulnerability there is typically a problematic lack of discussion on the logic and consequences of such assumptions.

Section 4 calls for a wider reflection on vulnerability, moving beyond the idea that vulnerability has to be seen either as static and group-based (some people are vulnerable, because of the type of person they are), or as an inherent characteristic of humankind (everyone is vulnerable). A third way is layered vulnerability: vulnerability is here a contextual adjective in some social situations (some people have some vulnerabilities in some contexts). This layered approach seems in line with the GDPR risk-based approach (data protection risks are contextual and based on tangible adverse effects on individuals). This shift from static vulnerable or protected groups to contextual people ‘with vulnerabilities’ is somehow visible also in recent institutional documents in Europe, although inconsistently (Section 5). Resisting an essentialist conflation between the female and the vulnerable data subject is also important to maintain the notion of the ‘mere’ data subject as a duly inclusive.

Finally, it is crucial in any case to also retain from feminist thought a conception of vulnerability – and most generally of the very notion of ‘protection’ – as a double-edged sword, not necessarily always benefiting the holder of the label. In this sense, any refinement or development of the notion of vulnerability in data protection law should go
hand in hand with an explicit reflection of the consequences of such recognition – avoiding any risk of contextual invalidation, as Section 6 argues – so it represents real added value to their protection, instead of the opposite.